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ABSTRACT
Objective The study aimed to evaluate the top large 
language models (LLMs) in validated medical knowledge 
tests in Portuguese.
Methods This study compared 31 LLMs in the context 
of solving the national Brazilian medical examination test. 
The research compared the performance of 23 open- 
source and 8 proprietary models across 399 multiple- 
choice questions.
Results Among the smaller models, Llama 3 8B exhibited 
the highest success rate, achieving 53.9%, while the 
medium- sized model Mixtral 8×7B attained a success 
rate of 63.7%. Conversely, larger models like Llama 3 70B 
achieved a success rate of 77.5%. Among the proprietary 
models, GPT- 4o and Claude Opus demonstrated superior 
accuracy, scoring 86.8% and 83.8%, respectively.
Conclusions 10 out of the 31 LLMs attained better than 
human level of performance in the Revalida benchmark, 
with 9 failing to provide coherent answers to the task. 
Larger models exhibited superior performance overall. 
However, certain medium- sized LLMs surpassed the 
performance of some of the larger LLMs.

INTRODUCTION
The emergence of large language models 
(LLMs) has prompted discussions on their 
potential in the medical field. These advanced 
models demonstrate significant potential in 
areas such as disease management,1 decision- 
making2 and medical research.3 Despite their 
promising capabilities, existing research 
predominantly concentrates on datasets in 
Chinese4 and English,5 with limited atten-
tion given to multilingual models6 and less 
commonly spoken languages. This poses a 
substantial problem as over half of the global 
population, including around 293 million 
Portuguese speakers, is not represented in 
English- centric datasets, potentially leading 
to health inequities in the deployment of 
LLMs in medicine. Global inequities in medi-
cine are widespread, particularly in countries 
where English is not the primary language. 

Despite international efforts to reduce health 
disparities, progress has been uneven and 
often hindered by the slow advancement 
towards universal health coverage.7 In this 
context, technology can play a crucial role 
in addressing these disparities.8 Therefore, 
deploying LLMs in healthcare could be a 
powerful tool to help mitigate the existing 
inequalities. Given the considerable vari-
ability of medical knowledge across diverse 
cultural contexts, particularly evident in 
language diversity, this study seeks to develop 
a benchmark, specifically in Portuguese, for 
assessing the medical knowledge of the top 
31 LLMs in a non- English and non- Chinese 
scenario.

METHODS
Dataset
The Revalida examination in Brazil is 
conducted each semester, and its primary 
objective is to evaluate the competency of 
physicians who have obtained their medical 
degrees from foreign institutions. It has an 
approval rate of approximately 15%–20%.9 
The exam’s cut- off score is adjusted annually 
based on its difficulty. From 2020 to 2023, 
the cut- off scores were 61%, 60%, 66% and 
67%, respectively. Each question is struc-
tured around a clinical scenario, followed 
by a prompt requiring the selection of the 
correct response from four provided choices. 
We assemble a dataset consisting of 399 ques-
tions extracted from the multiple- choice 
stage of the Revalida examination conducted 
between the years 2020 and 2023. Questions 
that included tables or images were excluded 
from the due to the inherent complexities 
involved in interpreting such formats using 
language models.
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Large Language Model
The research sought to assess the competency of prom-
inent proprietary LLMs and their variations, namely 
Claude Opus, Haiku and Sonnet; Gemini Pro 1.5 and 1.0 
as well as GPT- 4o, GPT- 4 and 3.5. Additionally, 23 open- 
source LLMs were evaluated: Apollo (1B, 2B, 6B and 
7B), Gemma (2B and 7B), Llama 2 (7B, 13B and 70B), 
Llama 3 (8B, 70B and 70B instruct), Meditron (7B and 
70B), Mistral (7B, 8×7B and 8×22B), Qwen (1.8B, 4B, 
7B and 72B) and Yi (6B and 34B). These models were 
included based on the leaderboard of performing LLMs 
provided by Hugging Face in september 2024,10 resulting 
in a total of 31 models. A GPU service hosted the models, 
using vLLM libraries. Larger models were quantised for 
testing, while smaller models were used in full. Advanced 
methods like RAG were not used but will be explored in 
future research. Each LLM received identical prompts 
during evaluation, comprising only the question state-
ment, four answer options and the command ‘choose the 
only correct alternative’. These models can be categorised 
based on the number of training parameters (size), typi-
cally quantified in billions. Larger LLMs have a higher 
development and operational cost, and they generally 
exhibit superior performance compared with smaller 
models. In this article, we classify the models into small 
(up to 10B), medium (up to 70B), large and proprietary.

Metrics
The evaluation process generated over 8000 outputs. 
Manual evaluation was deemed impractical. To address 
this challenge, a script was developed to compare the 
outputs against the ground truth for each question. 
For outputs that consisted of a single letter, a basic text 
comparison method was employed to assess the simi-
larity between the answer and the ground truth. In cases 
where the output contained text and the chosen letters, 
the previous method was inadequate for reliable evalua-
tion. Therefore, for such instances, we used GPT- 4 and 
Claude Opus to classify the text output comparing with 
the ground truth. Both models are prompted with only 
pairs of answers and ground truth, without knowledge of 
the model that produced the answer, other alternatives, 
or the question statement, rendering the evaluation task 
into a simple comparison task. When both GPT- 4 and 
Opus agreed with the answer, we considered the classifica-
tion correct. Outputs without agreement were excluded 
from the study.

RESULTS
Table 1 displays the performance of each LLM based on 
our dataset. We evaluated each LLM by running all 399 
questions five times to account for LLM randomness, 
thereby achieving a 99% CI (based on SD). The results 
exclude all Apollo, Meditron, Yi and Gemini 1.5 Pro 
models due to their lack of coherence in responses. These 
models produced outputs without meaningful connec-
tions to the questions asked. Among the open- source 

small models, Llama 3 8B achieved the highest success 
rate of 53.9%. In the category of medium- sized models, 
Mixtral 8×7B achieved a success rate of 63.7%. Transi-
tioning to the large- scale models, Llama 3 70B instruct 
demonstrated a success rate of 77.5%. Among the propri-
etary models, GPT- 4o achieved a score of 86.8%, while 
Claude Opus achieved 83.8% success.

DISCUSSION
This study examined the performance of the top 31 LLMs 
in responding to Portuguese questions within a medical 
context. The results indicated that ten models exceeded 
the highest exam’s cut- off and human average score of 
67%, including ChatGPT- 4o, which achieved a score of 
86.8%. Additionally, 12 models scored below the human 
average, and 9 models were unable to generate coherent 
answers for the proposed tasks. It is important to note 
that these 31 models represent the highest performing 
models in test taking. It is notable that all responses 
from proprietary models consisted of single letters, 
allowing for straightforward text comparison to evaluate 
the models' outputs. Similarly, the larger open- source 
models predominantly provided single- letter responses. 
Conversely, smaller models often generated more 
complex text responses, suggesting a failure to accu-
rately interpret the command prompts. Ultimately, 227 
out of 8778 questions were excluded from the results due 
to a lack of agreement between ChatGPT- 4 and Claude 
Opus in the correction process. Among the open- source 
models, Llama 3 70B achieved the highest performance. 
Along with Qwen1.5 72B and Mixtral 8×22, these open- 
source models outperformed the human test takers. As 
expected, the proprietary larger models, GPT- 4o and 
Claude Opus, exhibited the best performance. Addi-
tionally, Gemini Pro 1.0 and the other Claude models 
also outperformed the human average. The companies 
behind these models do not disclose the number of 
training parameters, making it challenging to analyse the 
performance of each LLM relative to its size. However, it 
can be estimated that both GPT- 4o and Claude Opus are 
larger models compared with the others. Although the 
smaller models could not compete with the larger ones, 
Llama 3 8B and Claude Haiku demonstrated impressive 
performance relative to their training sizes. Notably, 
Claude Haiku, with approximately 20 billion parameters, 
surpassed the human average.

CONCLUSION
Both proprietary and open- source LLMs have achieved 
satisfactory performance on a standardized national 
test evaluating medical knowledge among physicians in 
Brazil, often surpassing the human test takers. In general, 
although larger LLMs tended to perform better, some 
medium- sized LLMs (Llama 3 70B and 70B instruct, 
Claude Haiku and Claude Sonnet) were competitive, 
outperforming some of the larger LLMs.

B
M

J H
ealth &

 C
are Inform

atics: first published as 10.1136/bm
jhci-2024-101195 on 24 F

ebruary 2025. D
ow

nloaded from
 https://inform

atics.bm
j.com

 on 9 June 2025 by guest.
P

rotected by copyright, including for uses related to text and data m
ining, A

I training, and sim
ilar technologies.



3Bruneti Severino JV, et al. BMJ Health Care Inform 2025;32:e101195. doi:10.1136/bmjhci-2024-101195

Open access

The Portuguese benchmark tool is now implemented 
and available for use by the scientific community. For 
future investigations, it would be important to compare 
the performance of the same LLMs on the Revalida Bench-
mark with English- written benchmarks. This comparison 
would enable a thorough analysis to determine if there is a 
bias in the advancement of LLMs outside the English and 
Chinese contexts. Finally, it would be valuable to investi-
gate the impact of methods, such as RAG, on the LLM 
models used in this study when applied to the Revalida 
benchmark.
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Table 1 Performance of each LLM

LLM Proprietary × open
Parameters 
(Billions)

Questions 
answered

Without 
answer

Average 
accuracy CI 0.99

GPT- 4o* Proprietary 200 399 0 86.8% ± 0.85%

GPT- 4* Proprietary 175 399 0 84.7% ± 1.83%

Gemini 1.0 Pro* Proprietary 172 399 0 69.2% ± 0.00%

Claude Opus* Proprietary 150 399 0 83.8% ± 0.28%

Mixtral 8×22B Open source 141 397 2 71.4% ± 0.56%

GPT- 3* Proprietary 100 399 0 59.6% ± 1.02%

Qwen1.5 72B Open source 72 399 0 67.7% ± 0.00%

Claude Sonnet* Proprietary 70 398 1 75.4% ± 0.00%

Llama 3 70B Open source 70 394 5 75.0% ± 0.65%

Llama 2 70B Open source 70 390 9 51.2% ± 0.37%

Llama 3 70B instruct Open source 70 399 0 77.5% ± 0.23%

Mixtral 8×7B Open source 46.7 386 13 63.7% ± 0.27%

Claude Haiku* Proprietary 20 399 0 73.2% ± 0.00%

Qwen1.5 18B Open source 18 391 8 34.3% ± 0.24%

Llama 2 13B Open source 13 355 44 46.4% ± 0.48%

Llama 3 8B Open source 8 399 0 53.9% ± 0.00%

Gemma 7B Open source 7 335 64 30.7% ± 0.00%

Llama 2 7B Open source 7 371 28 31.8% ± 0.28%

Mistral 7B Open source 7 384 15 48.8% ± 0.40%

Qwen1.5 7B Open source 7 398 1 47.1% ± 0.14%

Qwen1.5 4B Open source 4 396 3 41.9% ± 0.44%

Gemma 2B Open source 2 365 34 37.2% ± 0.98%

Apollo (1B, 2B, 6B and 7B) Open source 1, 2, 6, 7 0 399 0.00% ± 0.00%

Meditron (7B and 70B) Open source 7, 70 0 399 0.00% ± 0.00%

Gemini 1.5 Pro* Proprietary 200 0 399 0.00% ± 0.00%

Yi (6B and 34B) Open source 6, 34 0 399 0.00% ± 0.00%

Bold type indicates they score above the human average.
*The exact sizes of proprietary LLMs are not disclosed. Consequently. the number of parameters attributed to these models is based on 
estimations derived from discussions on online forums.
LLMs, large language models.
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